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Abstract

The purpose of this paper is to establish an online system reconstructing multi images photographed by smartphones in
3D form. The paper proposes the online 3D reconstruction system using web framework establishment and communication,
camera calibration, editing photographed image information, SfM (Structure from Motion), and MVS (Multi-View Stereo)
in order to reconstruct multi images photographed by smartphones in 3D form. Using the proposed system, multi images
photographed by smartphones can be reconstructed in 3D form, and the user can control and check reconstructed objects in
smartphones and PC through real time rendering. In addition, the process has been improved so that the process is not as
complicated and enables easy use. As smartphone cameras and processes have improved, 3D form reconstruction using

multi-images photographed by smartphones would be the new content in the market.

1. Introduction

Thanks to recent increase in 3D printer dissemination
and services using 3D related technology, public interest of
3D images continues to increase significantly. Also, due to
increase of high performance smartphone dissemination,
users using 3D related contents by smartphones are
expected to increase. Although the public interest of 3D
related services has increased, difficulties follow in terms
of the public creating their own 3D related contents.

The University of Washington has conducted a study of
Photo Tourism[1] in which multi-angle images
photographed by digital cameras are used to reconstruct
structures. In addition, the study had a good result of
creating 3D maps using multi-angle images of various
structures. However, this method has its limit in use of
images photographed by smartphones, and its shortcoming
is that it is complicated and hard for the public to use.

This paper proposes the online 3D reconstruction
system used to created 3D related contents using
smartphone cameras, which is different from that of
conventional complicated methods. The proposed system
is subdivided into web framework establishment, web
server communication, 3D reconstruction using server SfM
(Structure from Motion)[1] and MVS (Multi-View
Stereo)[2], and GUI (Graphic User Interface) used to
control reconstructed objects in PC and smartphones.

The composition of this paper is as of the following.
Chapter 2 describes components required for online 3D
reconstruction system development such as the summary

of online 3D reconstruction system, SfM, MVS, and user
control GUI (Graphic User Interface). Chapter 3 conducts
comparative tests and takes considerations of different
conditions of input images using the proposed system.
Finally, Chapter 4 draws a conclusion.

2. Online 3D Reconstruction System

2.1 Summary of Online 3D Reconstruction System

The block diagram of the proposed 3D reconstruction
system using smartphones is shown in [Picture 1], and each
system function is as of the following.

Multiple images photographed by smartphones are
transferred to the server through web frame establishment
and web server communication. Transferred images will
perform camera calibration after image data conversion.
Then camera location data and 3D point data are saved
through SfM. Using extracted data such as undistorted
images and camera location data, 3D Point Cloud will be
created through CMVS (Cluster Views for Multi-View
Stereo) and PMVS (Patch-Based Multi-View Stereo) [3].
The point based objects will be reconstructed to 3D form
with smooth surfaces using the Surface Reconstruction [4]
algorithm. The reconstructed 3D can be checked by the
user with a smartphone or PC.
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Picture 1. The Block Diagram of 3D
Reconstruction System

2.2 Smartphone and Web Server Communication

The web framework establishment and server
communication processes of this paper are shown through
[Picture 2].

The web framework is established using Bottle, Python
Web Framework, and the web server transfer multipart
communication is conducted using HttpClient.
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Picture 2. Smartphone and web server
communication

2.3 SfM and MVS Technology & User Control
GUI

SfM technology dealt in this paper extracts features from
multiple 2D images and obtains connected features using
information of images and camera data for 3D
reconstruction.

MVS technology creates 3D Point Cloud using camera
data obtained from various images.

Using obtained data from SfM and MVS, users can
create a GUI environment to view reconstructed 3D images
in PC and smartphones.

3. Comparison  Test of Online 3D
Reconstruction System Run Time

For the test environment, smartphone APl 19: 4.4
(Kitkat) Galaxy A7-SM-A7005, computer—1.7GHz
Intel(R) Core(TM) i5 CPU, 8192MB RAM, Intel(R)
HDGraphics 4000 for Window 7 Cygwin and Virtual Box
Ubuntu 4.04.3, Bundler[5], CMVS/PMVS, EXIV2,
OpenCV, OpenGL, OpenGL ES, C language and Shell
programing are utilized.

3.1 Comparing Run Time Depending on Image
Resolution

The test was conducted by inputting different maximum
values of width and height including 640, 720, 1024, 1920,
and 2048. The number of the images was set to 20.

[Picture 3] is a graph comparing the run time of
extracting 3D points of each image according to the
resolution. 1024 was decided as the optimal resolution for
performing 3D reconstruction because the test revealed 3D
reconstruction was performed without increasing too much
run time.
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Picture 3. Comparing the run time in SfM
depending on resolution

3.2 Comparing Run Time Depending on Input
Image Numbers

The test was conducted by change the number of images
transferred from smartphones to web server to 10, 15, 20,
25, and 30. The maximum resolution was set to 1024.

[Picture 4] is a graph comparing the run time of SfM,
MVS, and Surface Reconstruction depending on input
number of images. The maximum number of input images
was decided as 20 in this paper, considering image
numbers, run time, and reconstruction accuracy through
the test.
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Picture 4. Comparing the run time depending on

input image numbers in SfM, MVS, and Surface
Reconstruction stage

3.3 Test Results and Consideration

According to the test results through the proposed
system in this paper, reconstructed 3D objects were able to
be confirmed using PC and smartphones as shown in
[Picture 5] and [Picture 6].
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Picture 5. 3D object implemented by PC GU

Picture 6. 3D object implemented by smartphone
GUI

The structure of the proposed system was connected as
one, and it took approximately 5 minutes to perform 3D
reconstruction of 20 images or less. This system has its
advantage as the user can easily create a 3D reconstruction
object.

4. Conclusion

The conventional methods of reconstructing images
photographed by smartphones to 3D form are very
complicated and hard for the public to use as well as
program accessibility and the method of use. Therefore,
this paper has established one integrated system of
algorithms and technologies performing 3D reconstruction.

Through the proposed system, the public would be able
to easily create photographed object images to 3D contents
using smartphones. Furthermore, the advancements of
various industries can be promoted using 3D related
technologies.
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